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1. Introduction 

1.1. Executive summary 

Since the industrial era, anthropogenic emissions of greenhouse gases (GHG) in the            

atmosphere have lowered the total amount of infrared energy radiated by the Earth towards              

space. Now the Earth is emitting less energy towards space than it receives radiative energy               

from the sun. As a consequence there is an energy imbalance (EEI) at the top of the                 

Atmosphere (Hansen et al., 2011; Trenberth et al., 2014). It is essential to estimate and               

analyse the Earth Energy Imbalance (EEI) if we want to understand the Earth’s changing              

climate. Measuring the EEI is challenging because the EEI is a globally integrated variable              

whose variations are small (of the order of several tenth of W.m​-2​, von Schuckmann et al. (                 

2016) compared to the amount of energy entering and leaving the climate system (of ~340               

W.m​-2​, (L’Ecuyer et al., 2015)). An accuracy of <0.3 W.m​−2 ​
at decadal time scales is necessary         

 
      

to evaluate the long term mean EEI associated with anthropogenic forcing. Ideally an accuracy              

of <0.1 W.m​−2 ​
at decadal time scales is desirable if we want to monitor future changes in EEI  

 
               

which shall be a non-controversial science based information used by the GHG mitigation             

policies (Meyssignac et al., 2019).  

EEI can be estimated by an inventory of heat changes in the different reservoirs - the                

atmosphere, the land, the cryosphere and the ocean. As the ocean concentrates the vast              

majority of the excess of energy (~93%) in the form of heat (Trenberth et al., 2016), the                 

global Ocean Heat Content (OHC) places a strong constraint on the EEI estimate. 

In the MOHeaCAN project, the OHC is estimated from the measurement of the thermal              

expansion of the ocean based on differences between the total sea-level content derived from              

altimetry measurements and the mass content derived from gravimetry data (noted           

“Altimetry-Gravimetry”). This “Altimetry-Gravimetry” approach provides consistent spatial and        

temporal sampling of the ocean, it samples nearly the entire global oceans, except for polar               

regions, and it provides estimates of the OHC over the ocean’s entire depth. It complements               

the OHC estimation from ARGO (direct measurement of in situ temperature based on             

temperature/salinity profiles).  

MOHeaCAN project’s objectives were to develop novel algorithms, estimate realistic OHC           

uncertainties thanks to a rigorous error budget of the altimetric and gravimetric instruments,             

in order to reach the challenging target for the uncertainty quantification of 0.3 W. m​−2
which                

then allow our estimate to contribute to better understand the Earth’s climate system.  

1.2. Scope and objectives 

This document is the Algorithm Theoretical Basis Document (ATBD) of the MOHeaCAN project             

supported by ESA ([​AD1​], [​AD2​]), dedicated to the description and justification of the             

algorithms used in the generation of the ​OHC and EEI products​. ​A scientific validation of the                

OHC-EEI MOHeaCAN product is described in the Quality Assessment Report (publication date:            

January 2021).  

The calculation of OHC and EEI products is divided in several steps as presented in the                

following figure (Fig. 1). The first step is to process the input data from the altimetry and                 
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spatial gravimetry measurements to allow their differences to be calculated in the next step.              

Then the processing of the OHC at the global and regional levels can thus be carried out in two                   

distinct stages with certain dependencies as will be discussed later. The EEI indicator is derived               

from the global OHC. The last step consists in computing uncertainties of OHC and EEI               

products, propagating the errors from input data until the final products. This stage is              

performed on OHC and EEI resulting from the computation at global level only.  

 

 

 Figure 1. MOHeaCAN processing chain steps for the estimation of OHC and EEI and its 

uncertainties 

  

This ATBD is divided in 3 sections. We first describe the input data for the processing chain,                 

mainly altimetry and gravimetry observations. We then explain how the OHC and the EEI are               

calculated before presenting the uncertainty propagation methodology in the last section.  

1.3. Document structure 

In addition to this introduction, the document is organised as follows: 

● Section 2 provides the description of the input data of the MOHeaCAN processing chain.  

● Section 3 provides a detailed description and justification of every stage in the OHC and               

EEI computation. 

● Section 4 provides a detailed description and justification of the uncertainty propagation            

methodology until the final OHC-EEI products. 

 

 

. 

MOHeaCAN 

Algorithm Theoretical Basis Document 

Ref.: MOHeaCAN-DT-001-MAG_ATBD  

Date: 13/10/2020 

Issue: 1.2 

 

page 7/38 

https://www.draw.io/?page-id=C5RBs43oDa-KdzZeNtuy&scale=auto#G182GveUGlbxJ87VpkaMpFugEOnzB6EV9O


 

 

1.4. Related documents 

1.4.1. Applicable documents 

 

 Table 1. List of applicable documents 

 

1.4.2. Reference documents 

 

 

 

. 

MOHeaCAN 

Algorithm Theoretical Basis Document 

Ref.: MOHeaCAN-DT-001-MAG_ATBD  

Date: 13/10/2020 

Issue: 1.2 

Id. Ref. Description 

 AD1 ESA AO/1-9101/17/I-NB Invitation to Tender for EO SCIENCE FOR SOCIETY        

PERMANENTLY OPEN CALL FOR    

PROPOSALSEOEP-5 BLOCK 4 

 AD2 MAG-19-PTF-019-v1.0.pdf Technical, management and financial proposal  

 AD3 MOHeaCAN-DT-006-MAG_PUM MOHeaCAN Product user manual 

Id. Ref. Description 

 RD1  - C3S data store: 

https://cds.climate.copernicus.eu/ 

 

 RD2  D3.SL.1-v1.2_PUGS_of_v1DT2

018_SeaLevel_products_v2.4.

pdf 

Product product user manual of sea level daily        
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ators-products/mean-sea-level

.html 

Abbreviation/acronym Description 

AD Applicable document 

ARGO International program that uses profiling floats      

deployed worldwilde to observe ocean     

properties such as temperature and salinity. 

AVISO Satellite altimetry data platform developed by      

the French national centre for space studies       

(CNES) 

C3S Copernicus Climate Change Service 

CMEMS Copernicus Marine Environment Monitoring    

Service 

EEH Expansion efficiency of heat 

EWH  Equivalent water height  

FTP File transfer protocol 

GEEH Global expansion efficiency of heat 

GIA Glacial isostatic adjustment  

GOHC Global ocean heat content 

GMOM Global mean of ocean mass 

GMSL Global mean sea level 

GMSSL Global mean steric sea level  

LEGOS Laboratoire d’Etudes en Géophysique et     

Océanographie Spatiale 

OLS Ordinary least square 

OM Ocean mass 

RD  Reference document 

SL Sea level 

SLA Sea level anomaly 

SSL Steric sea level 

TBC To be completed 

TBD To be defined 

TOA Top-of-atmosphere 
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2. Input data 

2.1. Overview 

The following section describes the different datasets used for the computation of the ocean              

heat content grids and the Earth energy imbalance indicator. They include dynamic data,             

varying over time, as the observations of sea level or mass variations as well as static data like                  

the thermal expansion coefficient. These inputs are mostly 2D data given on the entire globe.               

However, their spatial availability is different and may vary over time.  

The origin and format of each dataset are described in a dedicated subsection. The limitations               

and errors associated with the sea level change, mass change and thermal expansion datasets              

are also presented. 

2.2. Dynamic data: ocean mass  

2.2.1. Description 

 

Ocean mass (OM) estimates are derived from gravimetric measurements. GRACE and GRACE            

Follow On (GRACE-FO) missions provide the Earth’s surface mass changes from 04/2002 to             

11/2019. As the GRACE data are impacted by different error sources (Blazquez et al., 2018;               

Meyssignac et al., 2019), we used an ensemble approach in order to average the errors and                

also to evaluate the uncertainty in ocean mass.  

Five GRACE spherical harmonics solutions from 5 different processing centres have been            

considered: the Center for Space Research (CSR), the Jet Propulsion laboratory (JPL), the             

Deutsches GeoForschungsZentrum (GFZ), the Technische Universität Graz (TUG) and the          

Groupe de Recherche en Géodésie Spatiale (GRGS). These solutions cannot be directly used to              

estimate the ocean mass; they need first to be post-processed (Wahr et al., 2004). The               

post-processing parameters includes (i) the addition of independent estimates of the degree 1             

and degree 2 order 0 spherical harmonics (as these harmonics are not observable by GRACE),               

(ii) a filtering for correlated errors that maps into characteristic north-south stripes, (iii) a              

correction for the large land signals (from hydrology or glaciers) that can ‘leak’ into the ocean                

because of the limited spatial resolution of GRACE, and (iv) a correction for glacial isostatic               

adjustment (GIA) . 

For each GRACE solution from our ensemble we used a range of state of the art                

post-processing parameters to get a spread of GRACE estimates of the ocean mass. The range               

of state of the art post-processing includes 5 geocenter motion corrections (Cheng et al.,              

2013b; Lemoine J-M, Reinquin F., 2017; Rietbroek et al., 2012; Swenson et al., 2008; Wu et                

al., 2017), 2 C2,0 corrections (Cheng et al., 2013a; Lemoine J-M, Reinquin F., 2017), 4               

filtering techniques (Kusche et al., 2009), 2 leakage corrections over a 300-km-wide zone off              

the coastlines based on comparison with observation-based ocean mass estimates (2 ocean            

reanalyses) and 3 GIA corrections (A et al., 2013; Peltier et al., 2018; Purcell et al., 2018)                 
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which lead to an ensemble of 1200 possible combinations to generate a post-processed GRACE              

solution.  

A time mean over 2005–2015 is removed from all GRACE solutions to compute anomalies. 

 

OM data is available in NetCDF format file on the following LEGOS FTP [​RD4​]. Its content is                 

described below: 

● Ensemble of 1200 GRACE solutions and its ensemble mean (Blazquez et al., 2018) 

○ units: m equivalent water height (EWH) 

○ spatial resolution: 1° x 1° 

○ temporal resolution: monthly 

○ temporal availability (*) : [August 2002, June 2017] and [June 2018] and [October             

2018, November 2019] 

 

(*) Due to the data gaps between GRACE and GRACE-FO missions (July 2017-August 2018) ,               

and the short period with GRACE-FO, the OM data have been used until the end of GRACE                 

mission (June 2017) for the generation of MOHeaCAN product. 

 

2.2.2. Comments/limitations 

As explained in Blazquez et al., 2018, the combination of the different raw solutions (from               

processing centres) with the different post-processing parameters (geocenter motion         

correction, filtering techniques, leakage and GIA corrections) leads to an ensemble which is             

assumed to cover a significant part of the uncertainty range of GRACE ocean mass estimates.  

For this reason, the entire 1200 solutions ensemble is used to estimate the OM change               

uncertainties at global scale (see section 4.4.2). 

Moreover, GRACE has undergone a degradation in operational capability, mainly since one of             

the two accelerometers was turned off (October 2016) [​RD5​]. Therefore, the OHC/EEI data             

from the MOHEACAN chain should be carefully considered over the last year (October 2016 -               

June 2017). 

2.3. Dynamic data: sea level  

2.3.1. Description 

 

Sea level (SL) is estimated from altimetry. We used the sea-level products distributed by the               

Copernicus Climate Service (C3S) based on the recommendation of the ESA CCI sea level              

project. These products are obtained using a stable altimeter constellation (two-satellites) and            

homogeneous corrections and standards in time. Consequently, they allow monitoring          

long-term evolution of the sea level for climate change studies. 

C3S provides the sea level anomaly (SLA) around a mean sea surface (MSS) above the               

reference mean sea-surface computed over 1993-2012, or in other words, the total SL             

changes [​RD2​]. Data is available in NetCDF format files on the C3S data store [​RD1​]. The main                 

characteristics of SLA grids are: 

● spatial resolution: 0.25° x 0.25° 
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● temporal resolution: daily  

● temporal availability: altimetry era, January 1993 - (to date - 1 year) 

● units: m 

More information is available in the product user manual [​AD3​]. 

2.3.2. Comments/limitations 

 

C3S data result from the most up-to-date standards (altimeter standards, geophysical           

corrections) whose timeliness is compatible with the C3S production planning and most of             

them follow the recommendations of the ESA Sea Level CCI project. They are submitted to a                

rigorous validation process.  

However, these data are affected by errors like any spatial measurements. The full description              

of these errors was described by Ablain et al., 2015, 2019. In this study, a variance-covariance                

matrix dedicated to the description of the global mean sea level (GMSL) error was provided               

(Ablain et al., 2018). This error matrix is also well adapted to the description of C3S data                 

measurements because the GMSL errors are the same (similar altimeter standards). It has             

therefore been used as an input for the error propagation purpose in this project (see section 4                 

devoted to this topic). 

2.4. Static data: expansion efficiency of heat 

2.4.1. Description 

 

The expansion efficiency of heat (EEH) informs on how the ocean expands due to heat uptake.                

Although the EEH depends on sea water temperature and salinity, we assume here it does not                

vary in space (over ocean depth) and over time, at least over the study period (Russell et al.,                  

2000a). Kuhlbrodt and Gregory (2012) also highlighted that changes in the global thermal             

expansion efficiency of heat are likely negligible on decadal time scales.  

So far the global EEH (called ‘ε’ hereafter) has been calculated from hydrographic data based               

on expendable bathythermograph and CTD (Kuhlbrodt and Gregory, 2012; Levitus et al.,            

2009; Melet and Meyssignac, 2015; Russell et al., 2000b). It has never been calculated              

precisely with ARGO data. It has also never been calculated regionally.  

 

2.4.1.1. Regional values 

In the framework of this project, EEH values at regional scales are provided at a 3-degree                

resolution 2D grid from monthly 3D in situ temperature and salinity fields based on 11 various                

ARGO solutions (Meyssignac et al., 2020). These values are representative of the 0–2000 m              

ocean column over the 2005-2016 period; marginal seas are excluded. The value of the EEH               

for each cell is the temporal mean of the ratio between the steric sea-level variation and the                 

OHC variation over 2005-2016, for exactly the same cell. The final EEH grid corresponds to the                

mean of the EEH results obtained with the 11 different ARGO solutions. Data is available in                

NetCDF format file (units: m.J​-1​, spatial resolution: 3° x 3°). 
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 Figure 2. Expansion Efficiency of Heat (EEH) coefficients (m.J-1 ) at regional scale (3x3 

degrees) provided by Meyssignac et al. (2020) 

 

2.4.1.2. Global value  

 

As an extensive variable, the global EEH value cannot be retrieved directly from regional              

values as a simple average for instance. Two distinct calculations are necessary to estimate              

the EEH at global and regional scales. However they are based on a similar method: the global                 

EEH (GEEH, also noted ε) is the mean of the 11 global EEH computed from each of the 11                   

ARGO datasets (Meyssignac et al., 2020): 

.145 .5.10  m.Y Jε = 0 ± 5 −4 −1
 

 

Where . For information, values of the global EEH are available in the literature.
 Y J  0²⁴ J  1 = 1

             

Kuhlbrodt and Gregory (2012), as Levitus et al., 2012 estimated ε at 0.12 ± 0.01 m.YJ​-1                

representative of the 0–2000 m ocean column over 1955–2010. Alternate observational           

estimates by Church et al., 2011 for the full ocean depth over 1972–2008 suggest ε = 0.15 ±                  

0.03 m.YJ​-1​, with larger uncertainties. 

2.4.2. Comments/limitations 

 

To assess the uncertainties on the OHC and EEI derived from data at global level, the                

uncertainty on the global EEH is required. The one given in Section 2.4.1.2 is the standard                

deviation of the 11 global EEH estimates computed over 2005-2016 (Meyssignac et al., 2020).              

It is significantly lower than errors obtained by Kuhlbrodt and Gregory (2012) and Church et               

al. (2011). 
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2.5. Static data: water ratio  

When manipulating data at regional scales, it is necessary to know the proportion of ocean in                

each cell for grid’s downsampling or deriving the global mean for instance.  

A water ratio grid is computed from distance to coast information and provides the part of                

water surface in each cell of the grid between 0 and 1. Distance to coast data are provided by                   

the NASA Goddard Space Flight Center (GSFC) Ocean Color Group and given on a 0.01°               

resolution grid. 

2.6. Static data: grid cells area 

When manipulating data at regional scales, it is necessary to know the area of each cell for                 

grid’s downsampling or deriving the global mean for instance. The surface is computed for              

each grid cell taking the Earth oblateness into consideration. 

2.7. Static data: global isostatic adjustment for       

altimetry data 

Grids of sea level provided by C3S do not take in consideration the global isostatic adjustment                

(GIA) process in response to the melting of the Late Pleistocene ice sheets. However, this               

effect needs to be corrected in sea level estimates as it does not reflect the ocean's response                 

to recent climate change. At global scale, a -0.3 mm/yr (e.g. AVISO indicator [​RD6​])              

correction is usually applied by the different groups providing the GMSL time series. GIA              

contains also regional variations that must be corrected. It is still an area of active research,                

and then several GIA grids expressed as trends in lithospheric height change (in mm/year) are               

available in the litterature. The same GIA correction used in the recent study (Prandi et al.,                

2020) for an estimation of the sea level trends uncertainties at local scale has been applied. It                 

is an ensemble mean of the regional GIA results for model ICE-5G, with various viscosity               

profiles (27 profiles). The methodology is also described in Spada and Melini, 2019. The              

average GIA value over oceans from this 27 solution ensemble is 0,33 mm.yr​-1 closely              

matching the value of −0.3 mm.yr​-1​, generally adopted as a rule of thumb to correct the                

altimetric absolute sea-level trend for the effects of past GIA. 
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 Figure 3. Regional grid of the GIA correction applied to altimetry sea level grids in MOHeaCAN 

processing chain (from Spada and Melini, 2019) 
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3. OHC and EEI processing chain 

3.1. Outline 

In the MOHEACAN processing chain, the EEI indicator is deduced from the Global change in               

Ocean Heat Content (GOHC) which is a very good approximation since the oceans store 93%               

of the heat kept by the Earth system (Church et al., 2011).  

The GOHC is itself estimated from space data from altimetry and gravimetry missions (GRACE              

and GRACE-FO). In the MOHeaCAN project, the GOHC can be obtained in 2 different and               

consistent ways, either from regional time series or from global mean time series. As described               

macroscopically in the figure below, each of these two approaches provide access to the same               

EEI indicator. However, they have complementary interests. On one hand, the global approach             

allows the uncertainties of the global mean sea level and ocean mass (GMSL and GMOM               

respectively) time series to be propagated to the GOHC time series and the EEI indicator. The                

state of the art on the precise knowledge of these uncertainties does not allow us for the                 

moment to carry out this methodology of uncertainties propagation at regional scales. On the              

other hand, the regional approach allows us to know the 2D distribution of ocean heat content,                

which is essential for understanding climate change at regional scales. 

As the OHC is computed from altimetry and gravimetry spatial observations, its spatial and              

temporal characteristics depend on these measurements. However the derived OHC          

characteristics are only limited by gravimetry observations both at spatial and temporal scales.             

Indeed, the effective temporal and spatial resolutions of GRACE(-FO) products is 1 month and              

300 km against about 10-days at about 100 km for level-4 altimetry products. Therefore the               

regional OHC grids in the MOHeaCAN project have been defined at 3°x3° resolution and on a                

monthly basis. The EEI is derived from the temporal derivative of the GOHC after filtering-out               

the high-frequency signals lower than 3 years in order to assess the long-term EEI variable.  

For reminder, the variables noted SL and OM in this document are not absolute quantities but                

anomalies with respect to a reference (see sections 2.2.1 and 2.3.1). SSL and OHC variables               

and the global variables (GMSL, GMOM, GMSSL, GOHC) are therefore also anomalies.  

 

The figure below describes the MOHEACAN processing chain with its main algorithms for             

generating OHC/EEI data from input altimetry and gravimetry data. The following subsections            

describe the algorithms developed in detail. 
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 Figure 4. Overview of the MOHeaCAN processing chain separating regional and global mean 

time series. Variables are given with their dimensions (lon: longitude, lat: latitude, t: time) 

 

3.2. Basic underlying assumptions 

 

The OHC is a good proxy for EEI 

As the majority of the excess of energy held back in the Earth system is stored by the oceans                   

(93%), the ocean heat content is assumed to be a reliable gauge to monitor the energy budget                 

of the system. In this project, we only consider the oceans and assume the land, atmosphere                

and cryosphere reservoirs do not contribute to the energy storage at large time scales.  

 

“Alti-Gravi” methodology allows the estimation of the steric sea level changes due to             

thermal expansion (thermosteric) and salinity variations (halosteric)  

Variability in ocean salinity yields sea level changes mainly at regional scales, at global scale               

the ocean salinity variations can be neglected. 
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The thermal expansion efficiency (EEH) does not change over time 

EEH is known to vary spatially, over ocean depth and over time, however climate models               

suggest changes in the global EEH are likely negligible on decadal time scales (Meyssignac et               

al., 2019). Consequently, the estimated EEH regional map and global value (Section 2.4) are              

assumed to be relevant over the study period (see Section 3.4). 

 

The EEI is defined as the flux of excess/deficit of energy measured on top of the                

atmosphere  

OHC and EEI variables are defined in relation to a reference surface, localised 20 km above the                 

sea level. This reference level has been assumed for defining satellite-based TOA fluxes (Loeb              

et al., 2018). 

3.3. Input data 

The MOHeaCAN processing chain to compute OHC and EEI variables is configured to use the               

following input data, described in ​Section 2​. 
● OM gridded data (spatial resolution: 1°x 1° - temporal resolution: monthly) 

● SL gridded data (spatial resolution: 0.25°x 0.25° - temporal resolution: daily) 

● EEH gridded data (spatial resolution: 3°x 3°) 

● land mask (spatial resolution: 1° x 1°) 

3.4. Output data  

The MOHeaCAN product contains several variables produced by the processing chain and            

described in Figure 3 for each month from August 2002 to June 2017: 

● SL, OM, SSL, and OHC gridded data (spatial resolution: 3° x 3°) 

● global mean SL, OM, SSL, and global OHC time data series  

● EEI indicator for several GOHC low-pass filtering periods (1 year-filtered, 2 year-filtered            

and, 3 year-filtered) 

 

The format of MOHeaCAn product is described in detail in the MOHeaCAN product user manual               

[​AD3​]. 

3.5. Retrieval methodology 

3.5.1. Overview  

 

The algorithms applied in the MOHeaCAN processing chain are described in the following             

subsections in agreement with Figure 3: 

● the preprocessing of regional SL grids  
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● the preprocessing of regional OM grids 

● the calculation of regional SSL grids 

● the calculation of regional OHC grids 

● the calculation of the global mean of SL and OM grids to get the GMSL and GMOM time                  

series 

● the calculation of the global mean of SSL to get the GMSSL time series  

● the calculation of the GOHC from the GMSSL 

● the calculation of the GOHC from the spatial mean at global scale of OHC grids 

● the calculation of the EEI indicator. 

For each algorithm, the objectives, the main mathematical statements and the limitations and             

any comments about the approach are presented. 

3.5.2. Preprocessing of SL grids 

 

3.5.2.1. Description 

The objective of the preprocessing of SL grid is to modify the temporal and spatial resolutions                

of SL grids used as input data. Indeed, altimetry data used in MOHeaCAN processing chain is                

provided by C3S and are given on a daily basis at 0.25x0.25 degrees resolution. As explained                

in section 3.1, altimetry data need to be downsampled to 3x3 degrees resolution and at the                

monthly time step to be compared to OM grids.  

Moreover, the sea level regional grids from C3S are not corrected from the glacial isostatic               

adjustment correction (GIA). To estimate OHC changes, this correction must be applied. 

3.5.2.2. Mathematical statement 

 

Temporal interpolation 

In order to calculate the SL grids on a monthly basis (i.e. to switch from a daily to a monthly                    

temporal resolution), a basic average of the N grids of the month is performed. Cells with                

default values are not taken into account. The monthly averages are kept for each cell               

regardless of the number of valid values over the month.  

 

Spatial interpolation  

The monthly grids are then computed at a higher spatial resolution: 3x3 degrees instead of               

0.25x0.25 degrees. The method applied consists in applying a weighted average to all the cells               

of the initial grid contained in a 3x3 degrees box, i.e. 144 cells. A weighting grid is calculated                  

to take into account the area of each cell at the resolution of the initial grids 0.25x0.25                 

degrees. This grid depends on the latitudes (the surface is reduced for high latitudes) but also                

on the proportion of water in each cell (e.g. at the approach of the coast). Cells with default                  

values are not taken into account in the calculation of the average.  

 

GIA correction 

The unstructured ensemble mean grid (see section 2.7) is first sampled on a regular 3 degree                

resolution grid using linear interpolation. Regional sea level grids are finally corrected from the              

GIA correction. 

L (x, , ) SL(x, , ) GIA(x, )S ′ y t =  y t −  y  

 

 

 

. 

MOHeaCAN 

Algorithm Theoretical Basis Document 

Ref.: MOHeaCAN-DT-001-MAG_ATBD  

Date: 13/10/2020 

Issue: 1.2 

 

page 19/38 



 

 

3.5.2.3. Comments/limitations 

The temporal and spatial interpolation methods applied are simple. More sophisticated           

algorithms could be applied to account for data gaps in the time series. Such methods based                

on the filter approach (e.g. Gaussian filter for spatial interpolation) are planned in future              

versions of the OHC products. The impact on these improved algorithms is unknown at this               

time.  

With regards to the GIA correction, it is still an area of active research. However the impact at                  

regional scales is mainly significant at high latitudes (e.g. discrepancies can reach 0.5-1             

mm/yr) where, for the moment, limited information is provided in the MOHeaCAN product due              

the application of a restrictive geographical mask based on ARGO data (see below for more               

details). 

3.5.3. Preprocessing of OM grids 

 

3.5.3.1. Description 

The objective of the preprocessing of OM grid is to modify the spatial resolution of OM grids                 

used as input data. Indeed, gravimetry data used in MOHeaCAN processing chain are provided              

at 1°x 1° resolution and monthly time step. As explained in section 3.1, gravimetry data need                

to be downsampled to 3x3 degrees resolution because GRACE(-FO) data do not contain             

relevant information below about 300 km spatial scale.  

3.5.3.2. Mathematical statement 

Data from GRACE(-FO) are available worldwide. Only ocean data are kept by applying the land               

mask. The original OM grids are computed at a higher spatial resolution: 3x3 degrees instead               

of 1x1 degree. The method applied consists in applying a weighted average to all the cells of                 

the initial grid contained in a 3x3 degrees box, i.e. 9 cells. A weighting grid is calculated to                  

take into account the area of each cell at the resolution of the initial grids 0.25x0.25 degrees.                 

This grid depends on the latitudes (the surface is reduced for high latitudes) but also on the                 

proportion of water in each cell (e.g. at the approach of the coast). Cells with default values                 

are not taken into account in the calculation of the average.  

 

3.5.3.3. Comments/limitations  

The spatial interpolation method applied is simple. More sophisticated algorithms could be            

applied to account for data gaps in the time series. Such methods based on the filter approach                 

(e.g. Gaussian filter for spatial interpolation) are planned in future versions of the OHC              

products. The impact on these improved algorithms is unknown at this time.  

 

3.5.4. Calculation of regional SSL grids 
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3.5.4.1. Description 

The objective is to calculate the regional SSL grids from SL and OM grids. The relationship                

between sea level change (SL), ocean mass change (OM) and ocean thermal expansion change              

(SSL) is expressed by the sea level budget equation: 

L SL M  S = S + O  

 

When corrected for changes in ocean mass, sea level change provides an estimate of the               

thermal expansion of the ocean (SSL). 

3.5.4.2. Mathematical statement  

The SL grids are obtained from the difference between SL and OM grids at each time step. As                  

SL and OM grids have been preprocessed at same spatial and temporal resolution, the              

differences between grids is straightforward: 

 

SL(lon, at, ) L(lon, at, ) M (lon, at, )  S l t = S l t − O l t  

 

For each cell containing a default value in the SL or OM grids, a default value is assigned in the                    

SSL grids. 

 

3.5.4.3. Comments/limitations 

Other alternative methodologies are used to derive the steric sea level grids. They rely on in                

situ data instead of spatial data, mainly from temperature and salinity profiles provided by the               

ARGO network. The advantages and inconvenients of such an approach is presented in             

(Meyssignac et al., 2019). 

 

Steric sea level is obtained by subtraction of two signals. Some limitations related to this               

operation can be identified. First, these two are anomalies defined on different reference             

periods (1992-2012 for altimetry and 2005-2015 for gravimetry). Second, the GIA datasets            

used to correct the gravimetry signals and the sea level from altimetry are not consistent               

(three different GIA corrections for the post-processing of gravimetry solutions and one            

solution for altimetry, see sections 2.2.1 and 2.7). Finally, the dynamical atmospheric            

correction based on MOG2D model (Carrère and Lyard, 2003, [​RD6​]) has been removed in              

altimetry processing whereas only the inverse barometer correction has been applied in            

gravimetry processing (Blazquez et al., 2018). The impact of this discrepancy must be studied              

and corrected if needed.  

 

3.5.5. Calculation of regional OHC grids 

 

3.5.5.1. Description 

The objective is to calculate the regional OHC grids from SSL grids at the same spatial and                 

temporal resolution. Once the thermal expansion coefficients are determined at regional scale            

 

 

. 

MOHeaCAN 

Algorithm Theoretical Basis Document 

Ref.: MOHeaCAN-DT-001-MAG_ATBD  

Date: 13/10/2020 

Issue: 1.2 

 

page 21/38 



 

 

(grid of constant values over time), it is translated to OHC changes by dividing the thermal                

expansion changes by the expansion efficiency of heat (EEH). 

3.5.5.2. Mathematical statement  

In order to get the ocean heat content (in Joules), we divide all grids of steric sea level                  

changes (m) by the regional EEH grid (m.J​-1​). The OHC is expressed per unit of area (J.m​-2​),                 

when dividing by the reference surface (see Section 3.2): 

 

HC(lon, at, )   O l t = SSL(lon,lat,t)
surf EEH(lon,lat)ref  *

 

where is defined as the surface of the Earth at the top of the urfs ref = 4π R )* ( + hTOA
2
              

atmosphere, for a reference height of the top of the atmosphere at 20 km altitude (               

), with R the radius of the Earth ( .0.10³ mhTOA = 2 371.10³ m)R = 6  

It results in monthly OHC changes given on a 3°x3° resolution grid. For each cell containing a                 

default value in the SSL or EEH grids, a default value is assigned in the OHC grids. 

 

3.5.5.3. Comments/limitations 

The grid containing the regional EEH coefficients provided was calculated from the temperature             

and salinity profiles derived from the ARGO network (Meyssignac et al., 2020). Consequently,             

this grid is not defined in coastal areas (with bathymetry less than 700 m) and in high                 

latitudes. This is currently a limitation for calculating the regional OHC over the whole sea               

surface. In the future, one of the objectives is to find a solution to extrapolate this grid in a                   

realistic way that will allow us to know the variations of the OHC over almost all oceans. 

“Altimetry-Gravimetry” methodology provides access to the steric sea level change over the            

entire water column while the EEH used to derive the OHC does not consider the effects from                 

the deep oceans (below 2000 m). The impact of this lack of consistency is expected to be small                  

because deep layers are currently less affected by thermal expansion than the surface layers              

of the ocean. 

 

3.5.6. Calculation of the global mean time series for the          

GMSL and GMOM 

 

3.5.6.1. Description 

The objective is to calculate the global mean time series of SL and OM from SL and OM grids                   

calculated after being preprocessed in space (3x3 degrees) and time (monthly time step).  

3.5.6.2. Mathematical statement  

At each time step (monthly), the global average (GMSL or GMOM) of each grid (3x3 degrees)                

is calculated by performing a weighted average taking into account the sea surface of each               

cell. The weighting grid (w) takes into consideration the surface area of each cell but also the                 

water/land ratio. Below the mathematical formulation for the GMSL (exactly the same for             

GMOM):  
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MSL(t)  G = 1
N N* ′

(lon ,lat )∑
N

i=1
 ∑
N ′

j=1
w i j

(lon ,lat ) SL(lon ,lat ,t)∑
N

i=1
 ∑
N ′

j=1
w i j * i j

 

 

Moreover, in order to be consistent with the calculation of the regional OHC, a mask where the                 

coefficients of the EEH grid are defined (corresponding to the availability of ARGO data, see               

Section 3.5.5.3) is first applied before calculating the global average of the grids.  

3.5.6.3. Comments/limitations 

The GMSL and GMOM time series are calculated on the limited area provided by the EEH                

coefficient grid corresponding to the spatial coverage of the ARGO network. As the EEH              

coefficient grid covers about 84% of the ocean surface, the time series calculation does not               

represent the full ocean coverage. The impact of this limitation is under investigation. 

 

3.5.7. Calculation of the global mean time series for the          

GMSSL  

 

3.5.7.1. Description 

The objective is to calculate the global mean time series for the GMSSL from the GMSL and                 

GMOM time series. As already mentioned at regional scale, the relationship between the global              

sea level change (GMSL), the global mean ocean mass change (GMOM) and the global ocean               

thermal expansion change (GMSSL) is expressed by the sea level budget equation: 

 

MSL MSSL MOM  G = G + G  

 

When corrected for changes in ocean mass, sea level change provides an estimate of the               

thermal expansion of the ocean. 

 

3.5.7.2. Mathematical statement  

The GMSSL is obtained from the difference between the GMSL and GMOM time series at each                

time step. As GMSL and GMOM time series have been preprocessed at same temporal              

resolution (monthly), the differences between time series is straightforward: 

 

MSSL(t) MSL(t) MOM (t), for t  ∈ [t , ]  G = G − G  0 tn  

 

For each time step containing a default value for the GMSL or GMOM time series, a default                 

value is assigned in the GMSSL time series. 
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3.5.7.3. Comments/limitations 

Same as for GMSL and GMOM time series calculation. 

 

 

 

3.5.8. Calculation of the global time series for the GOHC          

from the GMSSL 

 

3.5.8.1. Description 

The objective is to calculate the global OHC from the GMSSL time series. Once the thermal                

expansion at global scale is determined, it is translated to global OHC changes by dividing the                

global mean of the thermal expansion changes by the expansion efficiency of heat (ε). 

3.5.8.2. Mathematical statement  

In order to get the GOHC, the GMSSL (m) is divided by the coefficient of expansion efficiency                 

of heat (GEEH or ε, m.J​-1​). The GOHC is expressed per unit of area (J.m​-2​), when dividing by                  

the reference surface (see Section 3.2): 

 

OHC(t)  , for t  ∈ [t , ]  G = ε  surf* ref

GMSSL(t)  0 tn  

where is defined as the surface of the Earth at the top of the urfs ref = 4π R )* ( + hTOA
2
              

atmosphere, for a reference height of the top of the atmosphere at 20 km altitude (               

), with R the radius of the Earth ( .0.10³ mhTOA = 2 371.10³ m)R = 6  

 

3.5.8.3. Comments/limitations 

This calculation can be performed because we made sure of the consistency between the              

GMSSL time series and ε from Meyssignac et al. (2020). As mentioned in Section 3.5.7.3, the                

GMSSL time series is not representative of the full ocean surface, but of the ARGO data                

availability coverage used to compute the EEH grid and, this ARGO-based geomask is the same               

for the global EEH ε.  

As already mentioned in the previous sections, this ARGO-based geomask is a limitation since              

coastal areas and high latitudes are excluded and further improvements are envisaged. 

“Altimetry-GRACE” methodology provides access to the steric sea level change over the entire             

water column while the EEH used to derive the OHC does not consider the effects from the                 

deep oceans (below 2000 m). The impact of this lack of consistency is expected to be small                 

because deep layers are currently less affected by thermal expansion than the surface layers              

of the ocean. 

 

 

 

. 

MOHeaCAN 

Algorithm Theoretical Basis Document 

Ref.: MOHeaCAN-DT-001-MAG_ATBD  

Date: 13/10/2020 

Issue: 1.2 

 

page 24/38 



 

 

3.5.9. Calculation of the global time series for the GOHC          

from the OHC grids 

 

3.5.9.1. Description 

The objective is to compute the global OHC time series (GOHC) from the OHC grids previously                

computed at the same time step (monthly). As the OHC is not an integrative variable, the                

global OHC is not derived from the global average of OHCs as for the GMSL or GMOM time                  

series, but is simply deduced by summing the valid OHC values from each OHC grid of each                 

time step. 

3.5.9.2. Mathematical statement  

The GOHC (J.m​-2​) time series is the sum of each OHC cell for each OHC grid at each time step                    

(monthly) for valid values only (default values are ignored): 

OHC(t) HC(lon , at , ), for t  ∈ [t , ]G =  ∑
N

i=1
 ∑
N ′

j=1
O i l j t  0 tn  

 

3.5.9.3. Comments/limitations 

The GOHC time series obtained should be theoretically the same as the GOHC calculated via               

the global approach (see previous section ​section 3.5.8​). As mentioned in the introduction, the              

calculation is performed to assess the consistency between both ways to calculate GOHC.  

On the other hand, the propagation of uncertainties is, for the moment, carried out only from                

the global approach. Thus the GOHC calculated from the regional approach does not yet              

contain the associated uncertainties (see ​section 4 on uncertainties estimation). It is also for              

this reason that we have maintained the global approach in the processing chain. 

3.5.10. Calculation of the EEI indicator  

 

3.5.10.1. Description 

The EEI indicator corresponds to temporal variations of the GOHC. It is therefore simply              

inferred from the time derivative of the GOHC on a monthly basis. As the high-frequency               

content of GOHC contains signals which are not related to the EEI imbalance (see limitations               

section), EEI variations cannot be estimated for time scales lower than 2-3 years at this stage                

of the MOHeaCAN project. By consequence, the GOHC first needs to be filtered-out from              

signals lower than 3 years before calculating EEI. For information, we also provide the EEI               

deduced after filtering-out signals lower than 2 years and 1 year, in order to conduct more                

in-depth analyses on the rapid variations of the EEI although they are not representative of               

climate change to date. 

 

3.5.10.2. Mathematical statement 

EEI is calculated from these following steps: 
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● mean annual and semi-annual cycles are removed from the GOHC time series after             

estimating these both signals by applying a least square method  

● the adjusted GOHC signal is smoothed using a low pass filter (Lanczos) with a cut-off               

period at λ=3 years for the reference EEI indicator. A 1 year and 2 years cut-off period                 

is also applied to generate EEI indicators containing higher temporal variations but            

dominated by errors to date (see limitations section). 

● EEI is calculated from the temporal derivative of the filtered and adjusted GOHC time              

data series:  

EI(t) , for t  ∈ [t , ]E =  dt
d GOHC (t)f iltred, adjusted  0 tn  

3.5.10.3. Comments/limitations 

The retrieved EEI assumes to only include the ocean heat uptake: 93% of total EEI. The                

energy stored in the atmosphere, land and, cryosphere reservoirs represents only 7% of the              

total contribution. It is low compared to what is held back by the oceans and not taken into                  

account in our EEI estimation. 

On the other hand, the high-frequency content of GOHC contains signals which are not related               

to the EEI imbalance. Firstly, the GOHC contains high-frequency signals (< 2-3 years) which              

are due to errors in spatial gravimetry measurements but also in altimetry measurements (e.g.              

phase shift of the annual signals between these measurements). Moreover, the GOHC also             

contains a residual signal (< 2-3 years) related to the ocean variability at small temporal scale                

but not related to ocean warming due to climate change. For these reasons it is necessary to                 

filter out these high-frequency signals. At this stage of the study, we recommend filtering this               

high-frequency content at 3 years, before estimating the EEI and its variations as reliably as               

possible. 
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4. Uncertainties calculation and    

propagation 

4.1. Overview 

In parallel to the product processing described in the previous section, the uncertainties are              

calculated and provided for all the global time series: GMSL, GMOM, GMSSL, GOHC and EEI.               

The proposed approach consists in providing a variance-covariance matrix (∑) of the errors for              

each time series. Once the variance-covariance matrices are known, the trend uncertainties            

can be derived for any time-spans over each time series. It is also possible to make it for any                   

other indicators such as the mean, the acceleration or the magnitude of the annual signals for                

instance. The method is based on the study performed by Ablain et al., 2019 dedicated to the                 

GMSL trend and acceleration uncertainties.  

At this stage of the MOHeaCAN project, the uncertainties are not provided at regional scales.               

Such regional uncertainties have been already provided by Prandi et al., 2020 for the sea level                

trends and accelerations, but work is still necessary to generalise the approach for other              

variables, and also to account for the spatial correlation of the errors. 

The figure below describes main steps to propagate the uncertainties from the GMSL and              

GMOM times series until the GOHC and the EEI indicator. The following subsections described              

the algorithms developed in detail. 
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 Figure 5. Uncertainty calculation and propagation chain 

 

4.2. Input Data 

The input data used are: 

● the sea level altimetry error budget given by Ablain et al., (2019) and displayed on               

table below, 

● the ensemble of ocean mass solutions provided by Blazquez et al. (2018) available in              

NetCDF format file on the LEGOS ftp site [​RD4​].  

● land mask (spatial resolution: 1° x 1°) 

● the uncertainty of the thermal expansion of heat coefficient provided by Meyssignac et             

al., 2020: .5.10  m.Y J5 −4 −1
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 Table 4. Altimetry GMSL error budget given at 1-sigma 

4.3. Output Data 

Errors are characterised with the following variance-covariance matrices: 

● , and for the global mean SL, OM and SSL time seriesΣGMSL ΣGMOM ΣGMSSL  

● for the global OHC time seriesΣGOHC  

● for the EEI indicator for several GOHC low-pass filtering periods (1 year-filtered, 2ΣEEI              

year-filtered and, 3 year-filtered) 
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Source of errors Error category Uncertainty level (at 1 𝜎) 

High frequency errors: 

altimeter noise, geophysical 

corrections, orbits ... 

Correlated errors 

(λ = 2 months) 

𝜎 = 1.7 mm for TOPEX period 

𝜎 = 1.5 mm for Jason-1 period. 

𝜎 = 1.2 mm for Jason-2/3 period. 

Medium frequency errors: 

geophysical corrections, 

orbits ... 

Correlated errors 

(λ = 1 year) 

𝜎 = 1.3 mm for TOPEX period 

𝜎 = 1.2 mm for Jason-1 period. 

𝜎 = 1 mm for Jason-2/3 period. 

Large frequency errors: wet 

troposphere correction 

Correlated errors 

(λ = 5 years) 

𝜎 = 1.1 mm over all the period (⟺ 

to 0.2 mm/yr for 5 years) 

Large frequency errors: 

orbits (Gravity fields) 

Correlated errors 

(λ = 10 years) 

𝜎 = 1.12 mm over TOPEX period (no 

gravimetry data on this period) 

𝜎 = 0.5 mm over Jason period (⟺ to 

0.05 mm/yr for 10 years) 

Altimeter instabilities on 

TOPEX-A and TOPEX-B 
Drift error 

δ = 0.7 mm/yr on TOPEX-A period 

δ = 0.1 mm/yr on TOPEX-B period 

Long-term drift errors: orbit 

(ITRF) and GIA 
Drift error δ = 0.12 mm/yr over 1993-2017 

GMSL bias errors to link 

altimetry missions together 
Bias errors 

D = 2 mm for TP-A/TP-B 

D = 0.5 mm for TP-B/J1, J1/J2, 

J2/J3. 
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4.4. Retrieval methodology 

4.4.1. Calculation of the GMSL covariance matrix  

4.4.1.1. Description 

The objective is to calculate the error variance-covariance matrix of the GMSL time series (              

) for the time period of the study. is deduced from the sea level error budgetΣGMSL         ΣGMSL         

described in Table 4. 

4.4.1.2. Mathematical statement 

We assumed that all error sources shown in Table 4 are independent one to each other. Thus                 

the matrix is the sum of the individual variance-covariance matrices of each error source in the                

sea level error budget: 

  

 

Each matrix is calculated from a large number of random draws (> 1000) of simulated error                

signal where the correlation is modelled with a Gaussian attenuation based on the wavelength              

(λ) of the errors:    . 

4.4.1.3. Comments/Limitations 

This matrix is based on the current knowledge of altimetry measurement errors. As the              

altimetry record increases in length with new altimeter missions, the knowledge of the             

altimetry measurement also increases and the description of the errors improves.           

Consequently, the error variance-covariance matrix is expected to change and improve in the             

future – hopefully with a reduction of measurement uncertainty in new products.  
It is also important to note that the error budget approach applied here to derive the                

variance-covariance matrix is conservative. In other words, sea level altimetry errors may be             

overestimated with respect to reality. Further studies are planned to analyse the sensitivity of              

this error budget on the GOHC and EEI indicator uncertainties. 

4.4.2. Calculation of the GMOM covariance matrix 

4.4.2.1. Description 

The objective is to calculate the error variance-covariance matrix of the GMOM time series (              

) for the time period of the study. is derived from a GMOM ensemble deducedΣGMOM         ΣGMOM        

from the ensemble of ocean mass solutions provided by Blazquez et al. (2018), containing              

1200 GRACE(-FO) grids datasets.  

4.4.2.2. Mathematical statement 

The OM data from GRACE(-FO) are available worldwide. Only ocean data are kept by applying               

the land mask. At each time step (monthly), the global average of each ocean mass solution                

grid (1x1 degree) is calculated by performing a weighted average taking into account the sea               
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surface of each cell. The weighting grid (w) takes into consideration the surface area of each                

cell but also the water/land ratio.  

 

The resulting GMOM ensemble solutions contains n temporal vectors noted hereafter for i=1           X i    

from 1 to n. The variance-covariance matrix ( ) is the matrix whose entry is the       ΣGMOM         

covariance:  

(i, ) cov(X , ) E[(X [X ])(X [X ])]  ΣGMOM j =  i X j =  i − E i j − E j  

where E is the mean operator.  

4.4.2.3. Comments/Limitations 

The ensemble mean provided by Blazquez et al. (2018) contains 1200 solutions which is a               

significant number of solutions to calculate . However the mathematical formulation      ΣGMOM      

above assumes a normal distribution of the different GMOM solutions. In practice, it is not fully                

the case. Thorough investigations must be performed to analyse the impact of this             

approximation.  

In contrast to altimetric sea level errors, the ensemble error approach applied here to derive a                

variance-covariance matrix could be considered as an optimistic view of the GMOM error             

description. This means that GMOM uncertainties could be underestimated. 

4.4.3. Calculation of the GMSSL covariance matrix 

4.4.3.1. Description 

The objective is to compute the variance-covariance matrix of the GMSSL errors ( ). As            ΣGMSSL   

GMSSL is obtained by calculating the differences between GMSL and GMOM, is           ΣGMSSL    

obtained by summing the variance-covariance matrices of the errors of GMSL and GMOM.             

Indeed, since the errors of the two data sets can be considered independent, the errors are                

additive. 

4.4.3.2. Mathematical statement 

is the sum of  and .ΣGMSSL  ΣGMSL  ΣGMOM  

 

4.4.3.3. Comments/Limitations 

The proposed method for propagating GMSL and GMOM errors does not take into account the               

errors of the C3S grids and GRACE data collocation method (spatially and temporally).             

However, these errors are assumed to be quite small. 

4.4.4. Calculation of the GOHC covariance matrix  

 

4.4.4.1. Description 

The objective is to calculate the variance-covariance matrix of the GOHC errors ( ). The            ΣGOHC   

errors from GMSSL time series are propagated to the GOHC time series taking into the               

relationship between the GOHC and GMSSL via the global efficiency expansion of heat             

coefficient (ε or GEEH) and its uncertainty ( ). is inferred from from the       eε  ΣGOHC    ΣGMSSL    

following relationship (see details in next subsection). 
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 OHC(t) G =  ε 土 eε

GMSSL (t) 土e (t) GMSSL
 

 

 

4.4.4.2. Mathematical statement 

 

In case of two uncorrelated scalar variables a and b, with a respective uncertainty and              ea   ,eb  

the error propagation division follows the ensuing relationship (Taylor, 1997, equation 3.8): 

e )²  (
b
a =  ( b

1) ² * e ² [ a +  e( b * b
a) ²]   

 

In our case: 

● a= GMSSL(t) and  is εa (t)eGMSSL   

● b= GEEH (noted ) and  is given by ε εb eε 
  

●  

 

Thus with these notations, the first equation becomes: 

 

 

which can be written in matricial notation with the variance-covariance matrices and           ΣGOHC   

(containing the uncertainties  and  respectively) as follows: ΣGMSSL ²eGOHC ²eGMSSL  

 
 

4.4.4.3. Comments/Limitations 

The mathematical formalism proposed for the propagation of errors from the GMSSL to the              

GOHC shows that the errors of the GOHC depend both on the uncertainty of the value of the                  

EEH coefficient and on the value of the coefficient itself. When analysing the impact of               

changing this coefficient and its uncertainty (from Levitus et al., 2012/Kuhlbrodt and Gregory,             

2012) to Meyssignac et al., 2020), we found that this significantly reduced GOHC and EEI               

uncertainties. 

4.4.5. Calculation of the EEI covariance matrix  

 

4.4.5.1. Description 

The objective is to compute the variance-covariance matrix of errors of the EEI indicator ( )              ΣEEI  

from . Contrary to the error propagation for the GMSSL or the GOHC where a formal ΣGOHC                

approach has been specified, an empirical approach is proposed here where a set of solutions               

of GOHC errors (> 1000) is generated in a random way from . Therefore, the set of            ΣGOHC      

 

 

. 

MOHeaCAN 

Algorithm Theoretical Basis Document 

Ref.: MOHeaCAN-DT-001-MAG_ATBD  

Date: 13/10/2020 

Issue: 1.2 

 

page 32/38 

https://www.codecogs.com/eqnedit.php?latex=%20%5Cfrac%7Ba%7D%7Bb%7D%20%3D%20%20%20%5Cfrac%7BGMSSL(t)%7D%7BGEEH%7D%20%3D%20GOHC(t)%20#0
https://www.codecogs.com/eqnedit.php?latex=%20%5Cleft(e_%7BGOHC(t)%7D%20%5Cright)%5E2%20%3D%20%5Cfrac%7B1%7D%7B%5Cepsilon%5E2%7D%20*%20%5Cleft(%20e_%7BGMSSL%7D(t)%20%5Cright)%20%5E2%20%2B%20%20%5Cleft(%5Cfrac%7Be_%7B%5Cepsilon%7D%7D%7B%5Cepsilon%7D%5Cright)%5E2*%20%5Cleft(%20GOHC(t)%20%5Cright)%5E2%20#0
https://www.codecogs.com/eqnedit.php?latex=%20%5CSigma_%7BGOHC%7D%20%3D%20%5Cfrac%7B1%7D%7B%5Cepsilon%5E2%7D%20%5CSigma_%7BGMSSL%7D%20%2B%20%20%5Cleft(%5Cfrac%7Be_%7B%5Cepsilon%7D%7D%7B%5Cepsilon%7D%5Cright)%5E2%20%20GOHC%20*%20GOHC%5Et%20#0


 

 

error solutions of the corresponding EEI is computed as described in the algorithm ​"Calculation              

of the EEI indicator"​. Then the variance-covariance matrix of EEI is computed from this set               

following the algorithm described in the algorithm ​ Preprocessing of SL grids​. 
 

4.4.5.2. Mathematical statement 

Each random solution of GOHC errors is a vector following a Gaussian vector of mean 0 and                 

covariance matrix : . They are obtained by the product of the Cholesky  ΣGOHC  )N (0, ΣGOHC           

decomposition of (which is semi positive-definite matrix by construction), and a random  ΣGOHC            

vector following ( ) a Gaussian vector of mean 0 and covariance matrix the identity: .Rk (0, I)N   

 

can be written by Cholesky:ΣGOHC  

AAΣGOHC =  t
 

 and each GOHC error vector ( ) equals:ek 
 

 Rek 
= A t

k  

Each is then filtered by a low-pass filter (Lanczos) with cut-off period :ek 
λ  

F (e )e  k
︿

=  λ k  

 

And the EEI variance-covariance matrix corresponds to the following calculation: 

(i, ) cov(e  , ) E[(e  [e  ])(e  [e  ])]  ΣEEI j =  ki

︿
e  kj

︿
=  ki

︿
− E ki

︿

kj

︿
− E kj

︿
 

where E is the mean operator. 

 

4.4.5.3. Comments/Limitations 

is provided for =3 years for the reference filtering period to calculate EEI, however forΣEEI    λ             

more thorough studies analyses  is also provided for =1 and 2 years.ΣEEI λ  

 

4.4.6. Calculation of trend uncertainties 

 

4.4.6.1. Description 

The objective is to calculate the trend uncertainty, adjusting a polynomial of degree 1 by an                

ordinary least square (OLS) method taking into account the error variance-covariance matrix            

for the calculation of the uncertainty. 

4.4.6.2. Mathematical statement 

 

The ordinary least square (OLS) regression method is used in this study. The estimator of β                

with the OLS approach is noted: 

 

 

 

. 

MOHeaCAN 

Algorithm Theoretical Basis Document 

Ref.: MOHeaCAN-DT-001-MAG_ATBD  

Date: 13/10/2020 

Issue: 1.2 

 

page 33/38 



 

 

where y is the vector containing the observations (e.g. GMSL, GOHC, ...) and X the vector 

containing the dates of the observations.  

The uncertainty in the trend estimates takes into account the correlated errors of the              

observations (y). So, the error is integrated into the trend uncertainty estimation. Taking into              

account the variance-covariance matrix (Σ) , the estimator of β becomes: 

 

 

4.4.6.3. Comments/Limitations 

The proposed approach is also applicable for any other adjusted variables. For instance, the              

acceleration of the time series can be calculated from the adjustment of a polynomial of               

degree 2 ( ) where the acceleration (a) is given by . The uncertainty  X X  a0 + a1 + a2
2

        a  a = 2 2    

acceleration is calculated applying the same mathematical formalism described previously for           

the trend.  
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